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Over the past two decades, one of the most common reproductive problems has 
been infertility. Infertility is a disease of the reproductive system characterized 
by the inability to conceive after 12 months or more of regular unprotected 
sexual intercourse. According to the World Health Organization (WHO), the 
reproductive rate has declined drastically, with male infertility now accounting 
for 36% of cases, often due to abnormalities in sperm production. Currently, 
infertility screening is still done manually, evaluating sperm samples using a 
microscope, which often produces inconsistent results. However, advances in 
computer technology have resulted in significant research aimed at improving 
the analysis of male sperm infertility. This study utilized deep learning 
technology to identify sperm using the YOLOv5 method. This study involved 
several stages with data collection using 1330 photos with 2 classes, namely 
sperm and non-sperm in video format. The second stage involved preprocessing 
the dataset, which included data extraction, cropping, resizing, and labeling the 
data for training. The final stage involved testing the trained model to detect and 
classify sperm based on morphology. The experimental results show that the 
proposed method is effective in accurately classifying sperm images and 
analyzing motion videos from recorded video data with a mAP result of 73.1%. 
Therefore, in the context of this study, the YOLOv5 model is considered efficient 
in detecting and classifying objects, both sperm and non-sperm. 
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INTRODUCTION 
Reproduction represents a biological 

process through which organisms generate 
new offspring, ensuring the continuity and 
preservation of their species. Reproduction 
falls into two categories: sexual and asexual. In 
humans, it occurs through a sexual process 
involving the interaction of male and female 
reproductive systems, with sperm cells 
merging with egg cells during fertilization to 
form a totipotent diploid zygote [1]. 
Preserving reproductive health holds 
significant importance, particularly for 
adolescents, as they represent the future 
generation and the nation's successors. 

The Health Law guarantees reproductive 
health rights and aims to maintain and 

improve the health of the reproductive system 
to create a healthy and quality generation [2], 
[3]. In the last two decades, the most common 
reproductive problem is infertility, which is 
the inability to get pregnant after 12 months of 
sexual intercourse without contraception. The 
World Health Organization (WHO) reports 
that reproductive fertility rates have 
decreased drastically, with infertility in men 
reaching 36% due to abnormalities in sperm 
output [4]. Dr. Sudraji Sumapraja also said that 
the current infertility rate in Indonesia is 
around 12-15% and this figure is expected to 
continue to increase every year and continue 
to increase. Infertility in Indonesia itself is 
often caused by the narrowing of the seminal 
ducts due to congenital infections, 
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immunological factors/antibodies, smoking 
and also consuming alcohol [5]. 

Traditional infertility checks using 
microscopes are often inconsistent. With the 
development of technology, infertility analysis 
can be improved using technologies such as 
deep learning [6], [7], [8], [9]. Detection of 
human sperm morphology using deep learning 
technology has been studied [10], [11], using 
the YOLOv5 method to detect human sperm 
morphology from the VISEM dataset of 85 
videos, with an mAP accuracy of 72.15%. This 
study shows that deep learning technology can 
simplify and accelerate infertility analysis. 
Based on this background, this study aims to 
overcome the challenges that still exist in 
conducting human infertility research using 
deep learning technology in object detection. 
The main focus of this study is the use of the 
YOLOv5 method in identifying and classifying 
human sperm based on morphology. where 
the YOLOv5 offers excellent execution speed, 
with the ability to reach 10 frames per second 
(fps) when detecting objects. This makes it an 
ideal choice for real-time applications, such as 
performing detection on sperm and non-
sperm objects to be performed. YOLOv5 is 
written using the PyTorch framework, which 
provides greater flexibility in model 
development and implementation. This is in 
contrast to previous versions that used 
Darknet, making it easier to customize and 
integrate into various systems [12] 
Furthermore, it was analyzed using a 
confusion matrix to determine the 
performance of the classification results of the 
method. 

In the Study of Sperm Algorithm 
Identification Using machine learning for 
efficient classification of human sperm based 
on morphology. To develop an object 
detection algorithm based on artificial neural 
networks that have good accuracy and is in 
line with fast computing will support the 
identification and classification of human 
sperm based on morphology. This requires 
high time and cost. To overcome these 
problems, sophisticated technology is needed, 
namely by using deep learning. Research on 
deep learning has been widely conducted [10], 
[13], [14], [15], [16]. Sperm or spermatozoa, 
which is a cell that will no longer undergo 
division or growth. Sperm is an elongated cell 
produced by the male reproductive system in 

humans. The purpose of sperm is to transfer 
DNA from the male to the egg [14]. Sperm cells 
are distinguished by 3 parts, namely the head, 
neck, and tail which are used for motility. In 
the book entitled Plant Morphology [15], the 
definition of morphology according to the 
branch of biology is the science that studies 
the shape and structure of organisms and their 
unique structural characteristics. Morphology 
studies the size and shape of plants, animals, 
and microbes, as well as the interactions of 
their parts. In the context of this study, sperm 
morphology is a branch of sperm analysis that 
studies the shape and structure of 
spermatozoa. The morphological 
characteristics of normal spermatozoa have an 
ideal neck, head, and tail (not branched). 
Normal sperm morphology includes an oval 
head morphology with an acrosome covering 
one-third of the sperm head, a body 
morphology that is less than the width of the 
head, and a tail morphology that is longer than 
the sperm head [16]. Digital images are images 
stored in digital file formats. Mathematically, 
digital images are a collection of pixels, which 
are unit values as continuous functions that 
represent the color intensity value at a point 
on the object image, where the image is a 
three-dimensional projection form converted 
to 2 dimensions [17]. Processing digital 
images or image pixels to produce 
understandable information is called digital 
image processing. 

 

METHOD 
Figure 1 illustrates the research 

workflow, which consists of several structured 
steps to address the research problem 
effectively. The method begins with the 
problem formulation step, which involves 
explicitly defining and scoping the research 
challenge to guarantee focus and alignment 
with the study's objectives. The next step, 
literature research, entails acquiring cutting-
edge insights and discovering holes in existing 
approaches. This step not only acts as a 
foundation for system design, but also 
identifies chances to incorporate novel tactics 
such as efficient preprocessing techniques and 
hyperparameter configurations. In the pre-
processing stage, images are prepared using 
complex algorithms such as resizing tailored 
for the model architecture-specific color 
adjustments to improve feature recognition. 
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These refinements assure cleaner and higher-
quality input data, which is crucial for 
developing the overall performance of the 
model [15], [16], [17]. 

The next step, data training, involves an 
advanced hyperparameter tuning procedure 
in which configurations such as learning rates, 
batch sizes, and training epochs are optimized 
through experimentation. In comparison to 
conventional methods, our methodology 
ensures higher accuracy and faster 
convergence. The trial simulation stage 
carefully examines the model under varied 
settings, utilizing measures including 
accuracy, precision, recall, and F1-score to 
assess its robustness and performance 
compared to baseline approaches. Finally, the 
report writing stage thoroughly describes the 
findings, offering a comparative analysis that 
emphasizes the method's quantitative 
advantages in accuracy, efficiency, and system 
robustness. This workflow presents an 
organized and unique methodology for object 
detection by streamlining data preparation, 
improving model training strategies, and 
assuring rigorous performance validation, 
Advancing the state of research in object 
detection [10,20]. 

 

Figure 1. Research Flow 
 

Sperm 
Sperm or spermatozoa, is a cell that will 

no longer undergo division or growth. Sperm 
are elongated cells and are produced by the 
male reproductive system in humans. The 
purpose of sperm is to transfer DNA from the 
male to the egg [14]. Sperm cells are 
distinguished by 3 parts, namely the head, 
neck, and tail which are used as motility. 

 
Figure 2. Sperm Morphology 
(https://doktersehat.com/) 

 
Morphology 

In a book entitled Plant Morphology [8], 
the definition of morphology according to the 
branch of biology is the study of the shape and 
structure of organisms and their unique 
structural characteristics. Morphology studies 
the size and shape of plant, animal, and 
microbial forms, as well as the interaction of 
their parts. 

In the context of this study, sperm 
morphology is a branch of sperm analysis that 
studies the shape and structure of 
spermatozoa, the morphological 
characteristics of normal spermatozoa have an 
ideal neck, head, and tail (not branched). 
Normal sperm morphology includes oval head 
morphology with acrosomes covering one-
third of the sperm head, body morphology less 
than the width of the head, and tail 
morphology that is longer than the 
spermatozoa head [16]. 
 
Digital Image Processing 

Digital images are images stored in digital 
file formats. Mathematically, a digital image is 
a collection of pixels, which is a unit value as a 
continuous function that represents the color 
intensity value at a point in the object image, 
where the image is a three-dimensional 
projection form that is converted to 2 
dimensions [17]. Processing digital images or 
image pixels to produce information that can 
be understood is called digital image 
processing. Digital image representations are 
generally in the form of M×N, where the row 
and column indices state a coordinate point in 
the image, while the matrix elements state the 
gray level of the image. An image with a matrix 
size of Mx N can be expressed as a matrix of 
size M-1 x N-1, namely [18]. 
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[

𝑓(0,0)
𝑓(1,0)

𝑓(0,1)
𝑓(1,1)

⋯
⋯

⋮ ⋮ 𝑓(1 ⋱ ,1)
𝑓(𝑀 − 1,0) 𝑓(𝑀 − 1,1) ⋯

    

𝑓(0, 𝑁 − 1)
𝑓(1, 𝑁 − 1)

⋮
𝑓(𝑀 − 1, 𝑁 − 1)

] 

 
Digital images can be grouped into three types 
based on their pixel values, [18]: 
a.    Binary Image: This image has only two 

intensity values, namely black and white. 
Black color is represented by pixels with a 
value of 1, while white color is 
represented by pixels with a value of 0 
[19]; 

b.   Grayscale Image: Grayscale images have a 
single gray layer where the pixel values 
range from 0 to 255. This means that this 
image has a gray scale that varies from 
black (0) to white (255) [20]; 

c.    Color (RGB) Image: RGB images consist of 
three layers, namely Red, Green, and Blue, 
where each layer has a value range 
between 0 to 255. This image allows 
combining the three basic colors to create 
various colors and shades [21]. 

 

Video Digital 
Video is a collection of frames recorded in 

a certain unit of time, usually 1 second of 
video contains 25-30 image frames. Digital 
video is the representation of information 
through a series of images captured and 
displayed according to the standard scanning 
system, frame rate, and image size used by 
video technology. Digital video images can be 
taken using a digital video camera or a device 
equipped with a digital video camera [22]. 
Mathematically, digital video is a function f (n, 
m, t), where n = {1, 2, ..., N} represents the nth 
row of the image, then m = {1, 2, ..., M} 
represents the mth pixel of the image, and t 
represents the image frame at time t, while f 
represents the color intensity value of the 
pixel at position n, m of the image frame at 
time t [17]. 
 
Resize Image 

Resizing an image is the act of 
intentionally resizing an image, either for 
technical or aesthetic reasons. This process 
can be done online using various software or 
applications. Resizing allows users to change 
the width, height, or diagonal size of an image, 
as well as change the aspect ratio of the image. 
Common reasons for resizing include reducing 
image size and optimizing resolution, aspect 
ratio, and image file size. YOLOv5 uses an 
adjustment method called "proportional 
scaling" to maintain the aspect ratio of the 
image when resizing it [23]. 
 

Random Sampling 
Random Sampling is a method in image 

sampling where each data is given the same 
opportunity to be selected as a sample [21]. 
The random sampling method is more 
efficient in separating image data compared to 
other methods because the samples taken 
randomly in using this method are more 
representative of the population and can 
produce more accurate conclusions. Random 
sampling does not require the process of 
dividing the data into parts that are used as 
training and testing each time. This results in 
more efficient time and maximizes model 
performance [24]. 

 
Artificial Intelligence 

Artificial Intelligence is one of the fields in 
computer science aimed at creating software 
and hardware that can function as something 
that can think like a human [18]. Artificial 
Intelligence allows computers to learn from 
experience, identify patterns, make decisions, 
and complete complex tasks quickly and 
efficiently. Artificial Intelligence consists of 
several types of technology, such as machine 
learning and deep learning [22]. 

 

 
Figure 3. Linkages between AI, ML and Deep 

Learning 

 
Deep Learning 

Deep Learning is a category of machine 
learning that uses multiple layers of nonlinear 
data processing for feature extraction and 
transformation, both supervised and 
unsupervised, pattern analysis, and 
classification. Deep Learning is a method of 
applying machine learning that uses artificial 
neural networks to mimic the workings of the 
human brain [25]. Deep Learning enables the 
investigation of computational models 
consisting of multiple processing layers at 
different levels of data representation 
abstraction. These techniques have made 
significant progress in speech recognition, 
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visual object recognition, object recognition, 
and many other fields [26]. Deep Learning 
discovers complex structures in large data 
sets using backpropagation algorithms to 
show how the machine should change the 
internal parameters used to compute the 
representation of each layer from the 
representation of the previous layer [27]. 

 
Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is a 
type of neural network specifically designed to 
process visual data, such as images and videos. 
CNN is included in Deep Learning algorithms 
that work feed-forward. CNN can only be used 
on data that has a two-dimensional data 
structure such as images or sound, and uses 
convolution operations in matrices and four-
dimensional weights which are a set of 
convolution kernels [20]. CNN has been widely 
applied to image and video data, such as image 
classification, object identification, image 
segmentation, and others [28]. 

 

 
Figure 4. CNN architecture [29]. 

 
You Only Look Once (YOLOv5) 

YOLOv5 is one of the advanced object 
detection algorithms owned by the YOLO 
method. The higher processing speed and 
accuracy make this machine-learning 
algorithm applicable in real-time applications 
[12], [30]. The YOLO V5 architecture consists 
of Backbone (CSPDarknet), Neck (PANet), and 
Head (YOLO Layer), as shown in Fig 5. 

 

 
Figure 5. CNN architecture [25]. 

The backbone deals with the release of 
features for various levels in the Cross Stage 
Partial (CSP) network. Furthermore, the 
bottleneck formulates and sends image 
features to the Neck (PA-Net) and Special 
Pyramid Pooling (SPP) [26]. The Neck 
contains a series of BottleNeckCSP circuits 
and convolutional networks. In the last step, 
the head aggregates the image features using 
a series convolutional network to process the 
prediction boxes and their associated classes. 
Prediction box localization is based on an 
object tracking algorithm that iteratively 
corrects the position of the bounding box 
[31]. 

 
CSPDarknet53 

The feature extraction that will be used in 
YOLOv5 is CSPDarknet53. This is a "backbone" 
structure in YOLOv5 developed from the 
Darknet53 algorithm in the YOLOv4 algorithm 
which is used as object detection [32]. With 
the addition of the Cross Stage Partial 
Connections (CSP) feature that integrates the 
feature map from the initial stage to the final 
stage of the network. This CSP implementation 
reduces computation by 20%, outperforming 
other state-of-the-art "backbone" 
architectures [33]. The CSPDarknet53 
architecture can be seen in Figure 6. 

 
Figure 6. CSPDarknet53 architecture [20]. 

 

Confusion matrix 
Confusion matrix is one of the methods 

used to evaluate the accuracy of a 
classification model. Confusion matrix is a 
table used to evaluate the performance of a 
classification model [29]. This table contains 
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information about the number of predictions 
made using a model. The categories of 
confusion prediction results in tabular form 
can be seen in Table 1. 
 

Table 1. Table Confusion Matrix 
 

Aktual 
 

Predicted 

positif negatif 

positif True positive False positif 
negatif False 

Negative 
True Negatif 

 

Model Prediction Categories on Confusion 
Matrix: 
True Positive (TP) = Positive data detected as 
positive  
False Positive (FP) = Positive data detected as 
negative 
True Negative (TN) = Negative data detected 
negative 
False Negative (FN) = Negative data detected 
positive 

In confusion matrix, performance 
measurement is generally done by calculating 
the values of accuracy, precision, recall, and 
specificity [34]. 
 
Research Road Map 

Figure 7 is a road map for research on 
detection and classification of traffic 
prohibition signs using YOLOv5 in real time in 
Bandar Lampung City. 

 

 
Figure 7.  Research Road Map 

 
The dataset in this study was obtained 

from the open dataset 
https://datasets.simula.no/visem/. The VISEM 
dataset contains data from 85 male 
participants aged 18 and above. This dataset 
contains more than 35 gigabytes of video, with 
each video lasting between two and seven 
minutes. The dataset used is in the form of 2 
classes, namely sperm and non-sperm. 
Furthermore, data pre-processing is carried 
out by extracting videos into images, resizing 

according to method input, training images to 
get the best configurations, and testing models 
using the best configurations so that the 
implementation of human sperm identification 
and classification results based on 
morphology will be obtained. 
 

RESULTS AND DISCUSSION 
In this study, the implementation of 

sperm classification based on morphology is 
described in detail using the YOLOv5 
algorithm. Analysis of training model 
processing, object detection and 
interpretation of sperm morphology identified 
and classified by the system.  Analysis of 
performance evaluation on the 
implementation of YOLOv5 proposed in the 
study using confusion matrix so that the 
performance results of the YOLOv5 algorithm 
accuracy can be seen. 
 
Dataset Collection 

The dataset used in this study comes from 
the open source VISEM of human sperm with a 
total size of 35.2 gigabytes, which was 
originally an AVI video. From the dataset, 
1330 images were taken and divided into two 
classes: sperm based on morphology and non-
sperm. The entire dataset will be divided into 
three parts for model training purposes, 
namely training, validation, and testing data, 
with the aim of identifying sperm and non-
sperm objects. The following is an image of the 
original VISEM data which is still in the form 
of an AVI video.  

 

 
Figure 8. VISEM dataset with AVI extension 

 

Pre-processing Dataset 
There are several data pre-processing 

processes carried out in this study. 4.2.1 
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Video to Image Extraction The dataset taken 
on the human sperm VISEM is still in the form 
of an .AVI extension video. Performing video 
to image extraction aims to make the dataset 
used easier to annotate data. The following 
are the results of the extracted images.  

 

 
Figure 9. Iamge VISEM dataset 

 

Resize Image 
The image data that will be used, namely 

1330 image data, will be cut and adjusted in 
size by resizing the extracted image. In the 
process of resizing data measuring 640 x 480 
will be changed to 640 x 640 using the PIL 
Library which aims to make the data more 
ready for processing. The following is the 
result of a dataset that has been resized image. 

 
Figure 10. Resize Image Illustration 

 
Data Labelling 

This process is done to label the objects 
contained in the image dataset. The label given 
has two annotation classes, namely sperm and 
non-sperm. Each frame is annotated in the 
form of a bounding box on the morphological 
part of the sperm head and on objects that are 
not sperm.  For this annotation use Yolo_mark, 
sourced from the GitHub link listed: 
https://github.com/AlexeyAB/Yolo_mark.git. 
The display of the data annotation can be seen 
in the following image. 

 
Figure 11. Display of Data Annotation Results 

 

Dataset division 
The division of datasets in both models is 

done by dividing the data into 3 parts, namely 
training data, validation data, and testing data. 
Where the third division of data is done using 
the random sampling method by adding the 
Sklearn library model and train_test_split 
coding. The random sampling method is used 
to separate data in the form of images with its 
easier process compared to other methods. 
Three scenarios of splitting data from a total of 
1330 images were performed with different 
ratios: first, 80% for training (1065 data), 10% 
for validation (133 data), and 10% for testing 
(133 data); second, 75% for training (931 
data), 25% for validation (332 data), and 5% 
for testing (67 data); third, 60% for training 
(798 data), 20% for validation (266 data), and 
20% for testing (266 data). This image data is 
then stored in folders named train, valid, and 
test, with a random division. 

 

Training Model 
In conducting both training models, the 

training process is carried out using the same 
notebook on the Kaggle platform with a P100 
GPU accelerator. The training process is 
carried out using data that has previously 
been separated from the entire data with a 
total of 1330 image data. Several training 
schemes have been carried out at this stage to 
determine the best identification of sperm and 
non-sperm objects based on morphology.  
In the context of YOLO (You Only Look Once), 
Obj.data and Obj.names are two files used in 
model configuration and training. The Obj.data 
file contains information related to the dataset 
used for training the YOLO model. In training 
to be able to identify sperm and non-sperm 
image data. As for Obj.  
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name contains a list of class or object names 
that will be identified by the YOLO model. Each 
line in this file contains one class or object 
name. The structure of the obj.data and 
obj.name files is illustrated in the 
accompanying diagrams. Additionally, there 
are hyperparameters in configuring the 
YOLOv5 training method. Hyperparameters 
aim to control the training process and the 
characteristics of the model that will be 
generated. This is very influential on the 
results of training a model.  The table below is 
a scheme conducted using the same 
hyperparameters to see better results between 
the two methods. 
 

Table 2. Table Hyperparameter 
 

 
 
Training Model YOLOv5 

 In training on YOLOv5 the batch size used 
is 16 with epoch 150. The following are the 
results obtained in training on the YOLOv5 
model. 
a. YOLOv5 mAP Accuracy Results 

The results of testing the YOLOv5 
model are obtained based on testing 3 
different dataset scenarios and different 
learning rates. The size of the data division 
has been mentioned in the dataset division 
subchapter. As for the use of learning rates, 
namely 0.002, 0.0002, 0.00002. The 
following results are obtained from various 
scenarios in the following table 3. 

 

Table 3. Accuracy results of train data obtained 
from learning rate 0.002. 

 

In Table 3, it can be seen that the 
largest mAP result at a learning rate of 
0.002 is in the second scenario with a 
dataset division of 70% training, 25% 
validation and 5% testing. The largest 
mAP value is 73.1%. With an AP value of 
83.7%% sperm and 62.6% non sperm. 
The AP value of each class has a not too 
large difference in accuracy value. The 
sperm class has the largest accuracy value 
in various scenarios compared to the non-
sperm class.  
 

Table 4. Accuracy results of train data obtained 

from learning rate 0.0002. 

 
 

In Table 4, it can be seen that the 
largest mAP result at a learning rate of 
0.0002 is in the second scenario. The 
largest mAP value is 65.6%. Has a 
comparison of more than 2% compared to 
the first scenario. The AP value of each 
class has a not too large difference in 
accuracy value. The sperm class has the 
largest accuracy value in various 
scenarios compared to the non-sperm 
class. 
 

Table 5. Accuracy results of train data 
obtained from learning rate 0.00002 

 
 

Table 5 shows the accuracy results of 
the experiment using a learning rate of 
0.00002. In this experiment, the highest 
result was obtained in the second 
scenario, which was 40.2%. While the 
lowest result was obtained in the third 
scenario with a value of 36.7%. These 
results have a fairly large difference of 
3.5%. In this experiment, the sperm class 
has a greater AP value compared to the 
non-sperm class. Table 3, Table 4, and 
Table 5 show that the highest accuracy 
(73.1%) is achieved with a learning rate of 
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0.002, where the data is divided into 70% 
for training, 25% for validation, and 5% 
for testing. In contrast, the lowest 
accuracy (36.7%) was obtained with a 
learning rate of 0.00002 with data 
distribution of 60% for training, 20% for 
validation, and 20% for testing. In 
addition, the best average precision in 
identifying sperm objects is 83.7%, while 
for non-sperm objects it is 62.6%. From 
these results, it can be concluded that the 
learning rate greatly affects the training of 
the model, and the data sharing scenario 
also affects the accuracy, especially in 
supporting the use of the right learning 
rate. The right combination of learning 
rate and data sharing scenario will 
improve the accuracy of the model. 
 

b. Precision, Recall and F1-Score Results of 
YOLOv5 Model 

In addition to AP and mAP, this 
research calculates precision, recall and 
F1-Score. These values are calculated 
based on the dataset division scenario and 
the type of learning rate. The dataset 
sharing scenario is made into three 
scenarios, while the learning rate uses 
three types as well, namely 0.002, 0.0002, 
0.00002. The following is a display of the 
results of precision, recall, and F1-Score. 

 

 
Figure 12. Graph of confusion value results 

from Precision, Recall, F1-Score at 
learning rate 0.002 

 
In Fig. 12 is the value of the results of 

precision, recall and F1-Score at a learning 
rate of 0.002. The results obtained from 
the whole are not much different. The 
highest value is in the second data sharing 
scenario, the value obtained is for 
precision of 0.735, recall of 0.691, and F1-
Score of 0.713. 

 

 
Figure 13. Graph of confusion value results 

from Precision, Recall, F1-Score at 
learning rate 0.0002. 

 
Next is Fig. 13, the results of 

precision, recall and F1-Score at a learning 
rate of 0.0002. It can be seen that the 
biggest result is in the second dataset 
sharing scenario. The values obtained are 
all the same with a precision value of 
0.655, recall 0.636, and F1-Score 0.651. In 
this case, the values obtained from the 
first scenario with the second and third 
scenarios are quite far away. 

 

 
Figure 14. Graph of confusion value results 

from Precision, Recall, F1-Score at 
a learning rate of 0.00002. 

 
Next is Fig. 14, which is the results of 

precision, recall and F1-Score at a learning 
rate of 0.00002. It can be seen that the 
biggest results are in the second dataset 
sharing scenario. The values obtained are 
all the same with the highest precision 
value of 0.791, with a recall of 0.331 and 
F1-Score of 0.467. Based on the 
appearance of Fig 12, Fig. 13 and Fig 14, it 
has the best results in the 0.002 scenario. 
Because the results obtained in each data 
division scenario are constant and have a 
very small difference value. While the 
smallest precision, recall and F1-Score 
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values are at a learning rate of 0.00002. 
This happens because the resulting value 
is low and inconsistent. So that it affects 
the accuracy of the results in predicting 
objects. 
 

Testing Model YOLOv5. 
This model detection test is carried out 

using images from one of the video datasets 
that have been extracted into photos from the 
VISEM dataset. This model detects sperm and 
non-sperm objects in the form of images so 
that the results of object checking by the model 
will be displayed based on the frames detected 
from the tested photos. Fig. 15 is a display of 
the best results with a learning rate of 0.002 
detection from the YOLOv5 model that has 
been created. 

 

 
 

Figure 15. YOLOv5 Running Results 

 

Analysis of Model Evaluation Results 

Evaluation of the YOLOv5 model was 

carried out on the detection and classification 

process by calculating the mean Average 
Precision (mAP) and accuracy using a confusion 

matrix. The mAP calculation gives an idea of 

how good the model is at detecting and 
classifying objects across different scenarios, 

while the accuracy from the confusion matrix 

helps in assessing how precise the model is in 

distinguishing between different classes. Table 6 
shows the highest average accuracy achieved by 

YOLOv5, which is an important indicator in 

assessing the effectiveness of this model in object 
detection and classification tasks.  

Table 6. YOLOv5 model average accuracy results 

 
 

Based on the table analysis results, the 
YOLOv5 model shows consistent performance 
in recognizing Sperm objects with an average 
accuracy above 82% on various dataset shares. 
In contrast, the accuracy for Non-Sperm 
objects is significantly lower, ranging from 
62% to 72.4%. Increasing the proportion of 
training data from 60% to 80% showed a 
slight increase in Non-Sperm accuracy but did 
not consistently improve the overall mAP. This 
indicates that the model can learn better with 
more training data, the balance between 
training, validation, and test data is crucial to 
achieve optimal generalization on new data. 
Furthermore, in the computational evaluation, 
it can be seen that the model requires a slightly 
longer computation time for training. Still, the 
overall mAP can be seen in the following Fig. 
16. 

 

 
Figure 16. YOLOv5 Computation Time Results 

 

The figure above shows a bar graph 
depicting the computation time required by 
the YOLOv5 algorithm, labeled 
"COMPUTATION." From the graph, it can be 
seen that YOLOv5 requires 36 hours of 
computation time. YOLOv5 is a deep learning 
model used for object detection and is well-
known for its speed and accuracy. However, 
the computation time of 36 hours shows that 
the training or inference process of this model 
is quite intensive. Some factors that may affect 
the length of computation time include the 
large dataset size, the hardware used, the 
complexity of the model, and the 
hyperparameters settings such as batch size, 
learning rate, and number of epochs. In this 
situation, using better hardware or adjusting 
the hyperparameters can help reduce the 
computation time. 



Int. J. Electron. Commun. Syst, 4 (2) (2024) 99-111  109 

 

LIMITATIONS 
This study is limited to using the YOLOv5 

algorithm to detect human sperm morphology. 
The dataset used is exclusively from the VISEM 
dataset, which consists of 85 movies divided 
into two categories: sperm and non-sperm. 
There will be no additional or changed 
datasets included in this study. The evaluation 
is mainly focused on specific performance 
criteria such as mean average precision (mAP), 
precision, and recall. This study is 
computational in nature, hence it excludes 
direct clinical testing on patients or the 
collecting of physical samples. 
 

CONCLUSION 
Based on the results, explanations and 

tests that have been carried out, there are 
several conclusions, namely in this study the 
results of the YOLOv5 model were obtained 
using 3 learning rates, namely 0.002, 0.0002, 
and 0.000002. As well as using 3 data sharing 
scenarios. Based on the scenarios and learning 
rates used, the biggest results obtained from 
each learning rate are 0.002 with an mAP of 
73.1%, 0.0002 with an mAP of 65.6% and 
0.00002 with an mAP of 40.2% with a 
computation time of 36 hours for the entire 
data training process. Therefore, in the context 
of this study, the YOLOv5 model is considered 
efficient in detecting and classifying objects, 
both sperm and non-sperm.  

It is recommended that further research 
explore the application of this method by 
increasing the number of class variants in the 
objects used, such as detecting defective 
sperm and normal sperm using the latest 
version of the YOLO method. 
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