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This research focuses on Google's share price movements, considering their 
significant impact on the financial market, using Google's share price data from 
2020 to 2023. The aim is to analyze error variance and forecast and provide 
valuable information to stockbrokers and investors. The ARMA model has 
shortcomings in dealing with volatility, so the GARCH model is used to overcome 
it. Research methods include financial data analysis, preprocessing, and modeling 
with GARCH. The rolling forecast method describes changes in price patterns over 
time. Evaluation using MAPE validates the prediction accuracy of the ARIMA 
model. The best model chosen with the most negligible AIC value criteria was the 
ARIMA(3,0,2)GARCH(1,1) model. The forecasting results show accurate stock 
price predictions with an average MAPE value of 20.7%. This research provides an 
essential basis for brokers and investors in making investment decisions based on 
a deep understanding of the dynamics of Google's share price movements in the 
above time frame. 
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INTRODUCTION 
Given the company's rapid growth and 

significant impact on investors, Google's stock 
price movements have become a primary focus 
in financial markets [1], [2]. This phenomenon 
provides an essential impetus for conducting 
comprehensive research regarding the 
dynamics of stock prices in Indonesia [3], [4]. 
This study draws on Google stock price data 
from 2020 to 2023 to perform error variance 
analysis and forecast the provide valuable 
information to stock brokers and investors. 
Despite the coronavirus crisis, sales in 2020 
increased by more than 12.7% to $182 billion. 
This development is mainly due to the strong 
growth of Google Cloud. In 2020, sales 
increased by 46% to $13.05 billion. However, 
Alphabet invests and innovates independently, 

and tries to conquer more market share [5] 
quickly.  Based on data from Kompas Daily, 
summarized by Yahoo Finance, Google's share 
price has increased by an average of 24.8 
percent per year since its IPO in 2004. In 2020, 
Google's parent company became the third 
most valuable United States company with a 
more than 1 trillion dollars valuation. US IDR 
14,422 trillion [6]. The Tokopedia shares held 
by Google are worth 1.1 million US dollars or 
IDR 16.7 billion, while the shares owned by 
Anderson are worth IDR 33.4 billion [7]. 

There is much research to predict stock 
prices or time series data using various 
approaches, including time series data [8]–[10], 
which can use the ARIMA [11] method or 
machine learning methods such as ANN [12], 
SVR [13], SVM [14], etc. Research by Lala Nur 
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Faiza and Dina Agustina uses Machine Learning 
Applications in Predicting Jakarta Islamic Index 
(JII) Stock Prices Using the Support Vector 
Regression Method. The conclusion of this 
study indicates that SVR can be implemented as 
a method for predicting stock prices with the 
smallest RMSE values for ANTM, BRIS, and 
BRPT shares of 0.0004 [15]. Another research 
conducted by Vandara Vavras Setia in 2017 
using the Dividend Discount Models (DDM) 
method showed that all companies in 2015 
were in the overlayed category [16]. Other 
research uses ARIMA and GARCH methods to 
analyze the stocks of shares listed on the LQ 45 
Index. The GARCH model has the characteristic 
that the volatility response to a shock is the 
same, whether a positive or negative shock 
[17]. The reason for using a combination of the 
two models is that the ARIMA model alone 
cannot handle significant volatility and non-
linearity data. The ARIMA(1,1,1)-GARCH (1,1) 
model provides the best stock price predictions 
for the two selected stocks [18]. 

From the research above, appropriate and 
effective investment decisions can be made 
based on a deeper understanding of the 
behavior of Google's share price movements. 
The increasing dynamics of share price 
movements in the capital market have attracted 
significant interest from potential investors. A 
deep understanding needs to be developed to 
provide comprehensive insight into stock 
prices. Therefore, this research uses Google 
stock data to carry out error variance modeling 
and forecast, which aims to provide valuable 
consideration and reference material for stock 
brokers and investors in making investment 
decisions. Time series data can be modeled 

with the Autoregressive Moving Average 

(ARMA) model. ARMA model requires 

homoscedasticity assumptions to be met. 

However, the financial data, such as the stock 

data, have high fluctuations, so the variants are 

heteroscedastic. One time series model to 

resolve such issues is Autoregressive 

Conditional Heteroscedasticity (ARCH). 

Bollerslev generalized the ARCH model into 

a Generalized Autoregressive Conditional 

Heteroskedasticity (GARCH) model in 1986. 

GARCH is used to overcome high order in 

ARCH models [19]. So, this research involves 
the GARCH model to handle volatility and 
heteroscedasticity in time series data. 

METHOD 
Materials 

We chose Google financial data 2 from 
January 2020 to 31 October 2023. The data was 
taken from Yahoo Finance, an open-source 
financial data provider. The data set in the data 
contains open, close, high, low, volume, and 
adjusted Google prices. We collected about 
three years of Google stock price history. This 
research aims to find interesting facts about 
Google's stock price and develop a suitable 
model for forecasting. 
 
Preprocessing Data 

Loading Data and Initial Check 
After collecting the data, we loaded the data in 
the next stage using the getSymbols function 
from the quantmod package. Then we looked at 
the data structure using head () and checked for 
missing values with colSums(is.na(GOOGL)). 
This process is important to ensure the data 
quality used in later analysis. 
 
Data Exploratory Transformation and Analysis 

After loading the data and initially 
checking it, we transform it. We create a data 
frame that contains the original price and 
return data and perform a log transformation 
process on the return data. Stock prices are 
created into a time series that allows 
visualization of price changes over time, while 
returns are calculated as the log of changes in 
stock prices. After carrying out data 
transformation, we explored the characteristics 
of the data by displaying time series plots for 
visualization of stock prices and return plots. 
With this process, we can identify and 
understand trends, volatility, and stationarity 
with the ADF test. 
 
Modeling 
Selection and Evaluation of GARCH models 

In data modeling, we carry out data 
selection by preparing GARCH models with 
various configurations (ARMA(p,q) 
GARCH(p,q)). Then, we fit the GARCH model 
using the ugarchfit function from the rugarch 
package and perform model selection and 
testing based on information criteria such as 
AIC. Next, we conducted a persistence test on 
the selected model and evaluated the model 
convergence. Testing, comparison, and 
evaluation are conducted to find the best model 
based on the data. 
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Forecasting and Performance Evaluation 

We also carry out forecasting tests to make 
predictions using the selected GARCH model. 
Then, it displays the forecast results using 
graphs to visualize the differences between the 
forecast and actual data. Furthermore, finally, 
we use an evaluation matrix such as MAPE 
(Mean Absolute Percentage Error) to evaluate 
forecast performance. 

 
Figure 1. Material and Methods Process Flowchart 
 

RESULTS AND DISCUSSION 
Determination of ARIMA (p,d,q) and GARCH 
(p,d) Model Coefficients 

Determining the coefficients of the 
ARIMA(p,d,q)GARCH(p,d) model can be done 
using several methods. 
 
Iteration Method 
This method is the most commonly used [20]. 
The procedure is as follows: 1) Determine the 
initial values for the ARIMA model 
coefficients (p,d,q) and GARCH (p,d); 2) 
Calculate the predicted value of data 
variance using the GARCH (p,d) model; 3) 
Calculate the residual value of the data 
using the ARIMA (p,d,q) model; 4) Update 
the coefficient values of the ARIMA (p,d,q) 
model using residual data value; 5) Repeat 
steps 2-4 until the ARIMA model coefficient 
values (p, d, q) and GARCH (p,d) do not 
change. 

Maximum Likelihood Estimation Method 
This method is used to determine model 

coefficients ARIMA (p,d,q) and GARCH (p,d), 
which maximize the likelihood function of the 
data [21]. 
The procedure is as follows: 1) Define the 
likelihood function of the data; 2) Calculate 
the likelihood value of the data function for 
each combination of values ARIMA (p,d,q) 
and GARCH (p,d) model coefficients; 3) 
Select a combination of ARIMA model 
coefficient values (p, d, q) and GARCH (p,d) 
that maximizes the likelihood function. 
Bayesian Estimation Method 

This method is used to determine model 
coefficients ARIMA (p,d,q) and GARCH (p,d) are 
based on a priori information [22], [23]. The 
procedure 

are as follows: 1) Define a priori the 
probability distribution for the coefficients 
ARIMA (p,d,q) and GARCH(p,d) models; 2) 
Calculate the posterior value of the 
probability distribution for the coefficients 
ARIMA (p,d,q) and GARCH (p,d) models; 3) 
Select a combination of ARIMA model 
coefficient values (p, d, q) and GARCH (p,d) 
with the highest posterior probability. 
 
Determining the ARIMA (p,d,q) and GARCH 
(p,d) model 
Data complexity 

More complex data requires more complex 
methods to determine model coefficients. 
 
Data availability 

The amount of data available also 
influences the choice of method. More 
straightforward methods are better if the 
amount of data available is limited. 
 
Selection of the Best Model 

Selection of the best model using AIC 
(Akaike Information Criterion) is based on the 
assumption that the best model is the model 
that has the smallest AIC value. The AIC value is 
calculated using the following formula: 

 
AIC = 2k - 2ln(L) 

 

Where: 1) k is the number of parameters in 
the model; 2) L is the likelihood function of 
the data. 
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AIC provides a trade-off between model 
complexity and capability model to explain 
data. More complex models will have a smaller 
AIC value and more parameters than is known. 
These unknown parameters can lead to 
overfitting, that is, a model that fits the training 
data too well and cannot be used to predict new 
data. Choosing the best model using AIC can be 

done as follows: 1) Define several candidate 
models with different parameters; 2) 
Calculate the AIC value for each candidate 
model; 3) Choose the model with the 
smallest AIC value. Here are some candidate 
models we can try (see table 1). 
 
Table 1. Determination of ARIMA (p,d,q) and 

GARCH (p,d) coefficients 
Model p d q p d 
ARIMA(0,0,0)GARCH(1,1) 0 0 0 1 1 
ARIMA(1,0,1)GARCH(1,1) 1 0 1 1 1 
ARIMA(2,0,2)GARCH(1,1) 2 0 2 1 1 
ARIMA(1,0,2)GARCH(1,1) 1 0 2 1 1 
ARIMA(2,0,1)GARCH(1,1) 2 0 1 1 1 
ARIMA(3,0,1)GARCH(1,1) 3 0 1 1 1 
ARIMA(3,0,2)GARCH(1,1) 3 0 2 1 1 
ARIMA(1,0,3)GARCH(1,1) 1 0 3 1 1 

 
We get the following results after 

calculating the AIC value for each candidate 
model (see table 2). 

 

Table 2. Model with AIC value 
Model AIC 

ARIMA(0,0,0)GARCH(1,1)  -5.0702 
ARIMA(1,0,1)GARCH(1,1) -5.0724 
ARIMA(2,0,2)GARCH(1,1) -5.0664 
ARIMA(1,0,2)GARCH(1,1) -5.0703 
ARIMA(2,0,1)GARCH(1,1 -5.0702 
ARIMA(3,0,1)GARCH(1,1) -5.0710 
ARIMA(3,0,2)GARCH(1,1) -5.0753 
ARIMA(1,0,3)GARCH(1,1) -5.0709 

 
Based on these results, the ARIMA (3,0,2) 

GARCH (1,1) model has the smallest AIC value -
5.0753. Therefore, the ARIMA (3,0,2) GARCH 
(1,1) model is the best model to predict the 
future price of Google shares. 
 
Forecasting using the Best Model 

This study used two approaches: 
forecasting with unconditioned Sigma and 
rolling forecast with conditioned Sigma. In time 
series, forecast rolling is a method that uses 
recent historical data to predict future values. 
This method is often used to predict data that 

fluctuates or has patterns that cannot be 
predicted well. 

The latest historical data is used to train 
the prediction model in the rolling forecasting 
method. This model is then used to predict 
future value. Once future values are predicted, 
the latest historical data is added to the training 
data. The model is then retrained using this 
new training data. This process continuously 
repeats itself to produce a prediction of future 
value. 

The following are the steps for 
implementing the forecast method rolling: 1) 
Determine the prediction model that will be 
used; 2) Select a period of historical data to 
use as training data; 3) Train the prediction 
model using the training data; 4) Predict 
future values using pre-trained models; 5) 
Add the latest historical data to the training 
data; 6) Retrain the prediction model using 
the new training data; 7) Repeat steps 4-6 
until the desired future value is predicted. 

The rolling forecast method has several 

advantages, those are: 1) This method is 
relatively simple to implement; 2) This 
method can be used to predict data that 
fluctuates or has patterns that cannot be 
predicted well.  

However, the rolling forecast method 
also has several weaknesses, namely: 1) 
This method can produce less accurate 
predictions if the data is historically 
insufficient; 2) This method can produce 
less accurate predictions if data patterns 
change over time. 

 
Figure 2. Forecasting results of 20 new data; Left: 

Forecasting with unconditioned Sigma 
Right: Rolling forecasting with 
conditioned Sigma 
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Comparative Evaluation of Predicted Results 
with Actual Data 

Mean Absolute Percentage Error (MAPE) is 
a measure of prediction accuracy commonly 
used in time series data [24]. MAPE is 
calculated by dividing the absolute amount of 
the difference between the predicted and actual 
values by the actual value, then multiplying by 
100. The MAPE formula is as follows: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑|

𝑦𝑖 − 𝑦𝑖̂
𝑦𝑖

|

𝑛

𝑖=1

𝑥100 
(1) 

 
Where: 

 𝑦𝑡 Is the actual value in period t 

 𝑦𝑡̂ is the predicted value in period t 

 𝑛 is the number of periods 

MAPE has several advantages, namely: 
 Easy to calculate 

 It can be used for time series data with 

varying patterns 

However, MAPE also has several weaknesses, 
namely: 

 Can be affected by large actual values 

 It cannot be used for time series data 

with actual values. Negative. 

To evaluate the comparison of predicted 
results with actual series data when using 
MAPE, the steps taken are as follows: 1) 

Calculate the MAPE value for each period t; 
2) Average the MAPE values for all periods. 

A smaller MAPE value indicates the 
prediction is more accurate [25], [26]. MAPE 
values below 10% indicate that predictions are 
very accurate. MAPE values between 10% and 
20% indicate that predictions are pretty 
accurate. MAPE values above 20% indicate that 
predictions are less accurate [27]. The 
following are the results of stock price 
predictions using the ARIMA model. 
 

 
 
Figure 3. Results of comparison of actual data with 

model predictions using the MAPE method 

 
Based on these results, the average MAPE 

value is 20.7%. Therefore, the ARIMA model's 
stock price predictions are entirely accurate 
[28]. 

The lower the MAPE value, the ability of 
the forecasting model used can be said to be 
good, and for MAPE, there is a range of values 
that can be used as measurement material 
regarding the ability of a forecasting model, the 
range of values can be seen in table 1 [29]. 

 
Table 3. The signification of MAPE 

MAPE Signification 
<10% Excellent forecasting ability 

10-20% Good forecasting ability 
20-50% Reasonable forecasting ability 
>50% Bad forecasting ability 

 

 
CONCLUSION 

The best model was selected based on the 
AIC (Akaike Information Criterion) criteria, and 
the ARIMA (3,0,2) GARCH (1,1) model was 
selected as the best model for predicting 
Google's stock price in the future. Forecasting 
evaluation uses the rolling forecasting method 
and MAPE (Mean Absolute Percentage Error) to 
broadcast forecasting performance. The results 
of this research provide comprehensive insight 
and can be a valuable reference for stock 
brokers and investors in making investment 
decisions.  
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