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 Convolutional Neural Network (CNN) is very good at classifying images. To 
measure the best CNN architecture, a study must be done against real-case 
scenarios. Aglaonema, one of the plants with high similarity, is chosen as a test case 
to compare CNN architecture. In this study, a classification process was carried out 
on five classes of Aglaonema imagery by comparing five architectures from the 
Convolutional Neural Network (CNN) method: LeNet, AlexNet, VGG16, Inception 
V3, and ResNet50. The total dataset used is 500 image data, with the distribution 
of training data by 80% and test data by 20%. The segmentation process is 
performed using the Grabcut algorithm by separating the foreground and 
background. To build a model for CNN architecture using Google Colab and Google 
Drive storage. The results of the tests carried out on five classes of Aglaonema 
images obtained the best accuracy, precision, and recall results on the Inception 
V3 architecture with values of 92.8%, 93%, and 92.8%. The CNN architecture has 
the highest level of accuracy in classifying aglaonema plant types based on images. 
This study seeks to close research gaps, contribute to the field of research, and 
serve as a platform for primary prevention research. 
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INTRODUCTION 
Information technology is increasing 

with many innovations in various fields. One 
of the fields that have developed rapidly is 
deep learning. Deep learning is one of the 
fields that can perform the classification 
process on pattern recognition[1], [2]. An 
additional method is required to facilitate the 
classification process, namely the 
Convolutional Neural Network (CNN) 
method[3]. The CNN method is commonly 
used in pattern recognition, such as image 
recognition[4]. 

In the CNN method, some architectural 
models can assist the pattern recognition 
process [5], [6]. CNN architectures that are 
well-known are LeNet, AlexNet, VGGNet, 
GoogleNet, and ResNet. Each CNN 

architecture has a fair degree of accuracy to 
perform the classification process [7]. Based 
on those architectures, the value and error 
rate need to be measured so it can produce 
good accuracy in the classification process. 

Based on those architectures, the value 

and error rate need to be measured to produce 

good accuracy in the classification process. 
Aglaonema plants have several varieties 

spread worldwide with different 

characteristics of each type based on the 

related literature[8]. Aglaonema is a language 
that originates from Greece, if interpreted 
Aglaonema is a shining thread[9]. 
Aglaonema is a language originating from 

Greece. Suppose interpreted Aglaonema is a 

shining thread[9]. There are more than 100 
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varieties of Aglaonema plants in Indonesia, 

and they are very popular with the public 

because of the beauty of their leaves. 

The selection of these five types is due 

to their similar physical appearance. It is 

difficult for people to recognize because 

many laypeople find it challenging to 

identify the type of Aglaonema. Those 

difficulties are caused 

by Aglaonema’s similarity in leaf structure, 

such as shape, color, and texture[10]. So, 

unscrupulous sellers sell cheap Aglaonema 

types with expensive Aglaonema 

names. Aglaonema plants have various 

varieties. Many ordinary people must be 

more accurate in distinguishing Aglaonema 

plants from Dieffenbachia plants. Moreover, 

the price of this Aglaonema is very varied. Of 

course, there will be losses if the seller or 

buyer incorrectly identifies the type of 

Aglaonema.  
To make identifying and classifying 

Aglaonema plants easier, images are taken, 
which will then be processed or processed 
into data that will be classified using a 
Convolutional Neural Network (CNN). CNN is 
widely applied to data in images because it 
stores unique information from image data to 
produce good classification results [6]. In 
classifying aglaonema plant species based on 
leaf characteristics, the CNN method is 
expected to correctly carry out the 
classification process to reduce errors in 
recognizing aglaonema types. 

Convolutional Neural Network (CNN) is 
the development of Multilayer Perceptron 
(MLP), which is designed to process two-
dimensional data. CNN is included in the type 
of Deep Neural Network because of its high 
network depth and widely applied to image 
data. In the case of image classification, MLP is 
unsuitable for use because it does not store 
spatial information from image data and 
considers each pixel as an independent 
feature, resulting in poor results [11]. Average 
pooling returns the average of all values from 
the portion of the image covered by the kernel. 
Average pooling only reduces dimensions as a 
noise-reduction mechanism [12]. 

Numerous research trends exist about 
the architecture in aglaonema classification. 
The CNN method can identify aglaonema leaf 
images well. In addition, this study also proves 

that models with background train data have 
higher accuracy compared to models that do 
not have a background[13]. The K-Nearest 
Neighbor (KNN) method The K-Nearest 
Neighbor (KNN) method can be used to 
classify aglaonema plants based on leaf 
patterns with an identification accuracy rate 
of 75.55%[14].  The block-based architecture 

of CNN encourages learning in a modular 

fashion, thereby making architecture more 

straightforward and more understandable. A 

block concept is a structural unit that will 

persist and further enhance CNN 

performance[15]. 
However, only a few studies published in 

credible publications exploring the 
classification process were carried out on five 
classes of Aglaonema imagery by comparing 
five architectures from the Convolutional 
Neural Network (CNN). There is yet to be a 
free-from-classification process correctly to 
reduce errors in recognizing aglaonema types. 
Many ordinary people are mistaken in 
distinguishing Aglaonema plants from 
Dieffenbachia plants or better known as 
Blanceng plants, because of the many 
morphological similarities. So that in 
classifying aglaonema plant species based on 
leaf characteristics, the CNN method is 
expected to carry out the classification 
process correctly to reduce errors in 
recognizing aglaonema types. 

In this study, we will offer thorough 

information on comparing the CNN 

architecture with the highest level of 

accuracy in classifying the types 

of Aglaonema plants based on images. This 

study seeks to cover research gaps, 

contribute to the research field, and serve as 

a platform for primary prevention research. 

This research also used 5 CNN architectures 

and five varieties. To create and collect the 

data sets, we use the architecture and test the 

performance of the models. 
 

METHOD 
In this research, the process of classifying 

images to identify the type of Aglaonema plant 
using the Convolution Neural Network (CNN) 
method involves several steps. As shown in 
Figure 1. 
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Dataset Preparation 
The data needed for this research is a 

sample image of the Aglaonema plant that 

will be acquired. Image acquisition of the 

Aglaonema plant is carried out first to be 

used as a digital image. There are five image 

classes: Aglaonema variety rhapsody in 

green, Aglaonema variety donnacarmen and 

Aglaonema costatum var. Albovariegatum, 

Aglaonema varietas siam aurora, and 

Aglaonema butterfly L. Each class has 100 

pictures; therefore, the total numbers of 

Aglaonema plant images are 500. All images 

are placed in local storage. 
 

Features Selection 
The steps to carry out the feature 

selection process are shown in Figure 2. The 
feature selection process uses Jupyter 
Notebook tools with the Python programming 
language. The first process is to import the 
libraries needed for the feature selection. 
Then, import the dataset onto the local 
storage from the laptop by entering the 
dataset file name. The next step is to select the 
main subject by marking it as a rectangle. The 
algorithm will then delete the object that is 
not defined as the main object. After the 
algorithm deletes the background, it can be 
seen if the main thing is ready to be used or if 
other entities are not meant, and the object 
can be removed manually by marking the 
object so that it can remove it. The process of 
removing or returning these items may be 
executed several times. If the image 
segmentation results are appropriate, they 
may be saved and used in training and testing. 

 

 
Figure 1. Research Stages 

 
Figures 2. Features Selection Process 

 
Model Configuration 

Process The process configuration is 
shown in Figure 3. 

The process used to build the training 
model is: 
a. Import the necessary libraries to create a 

training model, 
b. Connect Google Colab with Google Drive as 

dataset storage. Once Google Drive is 
connected, the data training can be labeled, 

c. Divide the training data into 2 sections: 
90% training data and 10% validation 
data, and 

d. The steps for setting up models for the 
training process, each model having a 
different training setup. The LeNet 
architectural model has five layers for the 
training process, split into three 
convolution layers and two fully connected 
layers. The AlexNet architectural model 
has a training model setup with eight main 
layers, five convolution layers, and three 
fully connected layers. The VGG16 model 
has a model training set up with 16 main 
layers, divided into 13 convolution layers 
and three fully connected layers. The 
Inception V3 architecture model has a 
training setup comprising 105 main layers, 
divided into 102 convolution layers and 
three fully connected layers. Meanwhile, 
the ResNet50 model has a training setup 
with 50 main layers. 

 
Figure 3. Model Configuration 
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Training 
The process training model is shown in 

figure 4. The training process is carried out by 
setting up an architectural model that has 
been made, and then the training process is 
executed for 50 epochs. Based on the training 
results, the loss, accuracy, val_loss, and 
val_accuracy values can be seen, which can 
then be seen as the time required for the 
model during the training process. Once the 
training process is complete, the training 
model can be saved to be used for the testing 
process. In 5 architectural models, the 
training process will be performed in 5 
iterations, taking the average value of each 
architectural model. 

 
Testing  

The process for the testing model is 
shown in Figure 5. The testing process for the 
specification Graphics Processing Unit (GPU) 
uses NVIDIA Tesla T4. After the training 
process is completed, the model weights are 
stored, and then the model weights that were 
stored are recalled to complete the prediction 
process on the test data set. After importing 
the model weights, calls are made to the test 
dataset in cloud storage on Google Drive. Then 
make a prediction model to test the results of 
the training model that has been done. After 
making a prediction model, the next step is to 
predict 100 test datasets without being 
labeled. 

The results of predictions on 100 test 
datasets will be stored and used to measure 
the performance of the CNN architectural 
model using the confusion n matrix to get the 
values of True Positive, True Negative, False 
Positive, and False Negative. This value will 
produce a percentage for each architectural 
model's accuracy, precision, and recall. 

 

 
Figure 4. Training Process 

 
 
 
 

RESULTS AND DISCUSSION 
The results of the CNN model 

architectural comparison process are 
presented here. 

 
Features Selection 

In the segmentation process, separate the 
main object of the leaf from the background by 
using the grab-cut algorithm[16], [17]. After 
selecting the main thing, the task of the grab 
cut algorithm is to eliminate objects that are 
not selected by marking them as background. 
When objects are not needed, the object 
removal process may be performed[18], [19]. 
If a part of the main object is missing, you can 
return the thing by placing a marker on the 
missing piece. This process can be performed 
multiple times. 

 
Model Configuration 

The process of model configuration used 
google collab and google drive storage. Each 
architectural model uses a different setup 
based on the number of layers used. LeNet is 
one of the architectures for approximating the 
first CNN method introduced in 1998. This 
architecture was initially designed to perform 
digit classification for 28x28 grayscale images. 
The most popular version of LeNet, LeNet-5, 
contains two convolution layers followed by 
two fully-connected layers[20]. 

 

 
Figure 5. Testing Process 

 

 
Figure 6. Select the Main Object 

 

 
Figure 7. The Result after Removing the 

Background 
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Figure 8. Remove or Return the Object 

 
 

 
Figures 9. Architecture LeNet [7] 

 
AlexNet was the first CNN method to win 

the ImageNet Large Scale Visual Recognition 
Challenge (ILSVRC) in 2012 and made the 
CNN method better known. This architecture 
has an input image of 227x227 and consists of 
five convolution layers followed by three 
fully-connected layers. Each convolution layer 
has 96 to 384 filters and filter sizes from 3x3 
to 11x11, with 3 to 256 channels each [20]. 

The VGG16 model achieves nearly 92.7% 
top-5 test accuracy on ImageNet. ImageNet 
consists of more than 14 million images from 
almost 1000 classes. In addition, one of the 
most popular models was submitted to 
ILSVRC-2014. It replaces the sizeable kernel-
sized filter with multiple 3x3 kernel-sized 
filters one after the other, thus making a 
significant improvement over AlexNet. The 
VGG16 has an image input of 224x224. 
 

 
Figures 10. Architecture AlexNet [21] 

 

InceptionV3 is a multi-layered 
architecture of up to 90 convolution layers 
and three fully-connected layers. The number 
of layers is because this architecture has a 
module that combines several convolution 
layers into one part in the concatenate layer, 
where this layer will combine the input values 
in the previous layer at a predetermined 
dimension. This module aims to avoid the loss 
of gradients in each layer during training to 
increase the accuracy value[20]. 

The ResNet50 architecture has 50 layers, 
including 49 convolution layers and one fully-
connected layer. Each convolution layer has a 
variety of filters, namely 64, 128, 256, 512, 
1024, and 2048. The kernel size in this 
architecture also varies, namely 1x1, 3x3, and 
7x7 [20]. In this architecture, a shortcut 
module is also helpful in preventing the 
occurrence of weight values that will interfere 
with the next layer. When a weight value does 
not match the previous layer, the next layer 
will be skipped because it is considered to 
interfere with the weight search being carried 
out[2], [22]. 

 
Figure 11. Architecture VGG16 [23] 

 

 
Figure 12. Architecture Inception V3 [24] 

 
Training 

The results of the LeNet training from five 
iterations have been performed, and the 
average results are shown in Table 1 and 
Table 2. The results of the VGG16 training 
from the five iterations that have been 
performed, the average results, are shown in 
Table 3. The effects of the Inception V3 
training from the five iterations that have 
been performed.  the intermediate results are 
shown in Table 4. 
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Figure 13. Architecture ResNet50 [25] 

 
Table 1. Architecture LeNet Training Result 

i loss acc V_loss V_acc time 
(s) 

1 0.9054 0.6556 0.8688 0.6625 200 

2 1.0689 0.5306 1.2340 0.5250 200 

3 0.8747 0.6472 1.1322 0.5000 200 

4 0.8848 0.6444 0.8529 0.6000 200 

5 0.9867 0.5889 1.0831 0.5250 200 

Avg 0.9441 0.6133 1.0342 0.5625 200 

 
Table 2. Architecture AlexNet Training Result 

i loss acc V_loss V_acc time 
(s) 

1 0.7672 0.7389 8.0780 0.1500 447 

2 0.8748 0.6722 4.2888 0.2250 417 

3 0.8387 0.7528 4.8215 0.5000 416 

4 0.8100 0.7528 3.6535 0.4750 423 

5 0.7901 0.7194 3.5136 0.3250 418 

Avg 0.8161 0.7272 4.8710 0.335 424 

 
Table 3. Architecture VGG16 Training Result 

i loss acc V_loss V_acc time 
(s) 

1 0.0217 0.9917 0.2180 0.9500 485 

2 0.0351 0.9944 0.5240 0.9500 417 

3 0.0555 0.9861 0.3369 0.9250 401 

4 0.1753 0.9361 0.2073 0.9250 413 

5 0.0767 0.9639 0.2250 0.9250 401 

Avg 0.0728 0.9744 0.3022 0.935 423 

 
 
 
 

Table 4. Architecture Inception V3 Training Result 
i loss acc V_loss V_acc time 

(s) 

1 0.0935 0.9917 0.2353 0.9500 676 

2 0.4265 0.9667 0.0083 1.0000 560 

3 0.4450 0.9694 2.3414 1.0000 559 

4 0.2463 0.9667 1.0066 1.0000 560 

5 0.1720 0.9806 0.0026 1.0000 560 

Avg 0.2766 0.9750 0.7188 0.9900 583 

 
The results of the ResNet50 training from 

the five iterations that have been performed, 
the average results, are shown in Table 5. 

 
Testing  

The test process is conducted using 100 
segmented Aglaonema image data. This 
process is performed for five iterations and 
then determined based on the average value. 
Performance measurement of each 
architecture is calculated using a confusion 
matrix to get the accuracy, precision, and 
recall values. The results of the LeNet testing 
from the five iterations that have been 
performed, the average results, are shown in 
Table 6. The average weight of accuracy, 
precision, and recall of the five iterations 
performed is 56.8%, 59.86%, and 56.8%. 

 
Table 5. Architecture ResNet50 Training Result 

i loss acc V_loss V_acc Time (s) 

1 1.0658 0.6778 1.3826 0.5750 676 

2 2.1550 0.6333 1.8607 0.6250 408 

3 1.2730 0.7222 1.5127 0.5500 407 

4 1.0869 0.7361 2.1234 0.5500 407 

5 0.9755 0.7806 2.9214 0.4750 410 

Avg 1.3112 0.7100 1.9601 0.5550 461 

 
 

Table 6. Architecture LeNet Testing Result 

Iteration Accuracy (%) Precision (%) Recall (%) 

1 57 61.4 57 

2 50 60 50 

3 61 59.2 61 

4 59 61.8 59 

5 57 56.9 57 

Average 56.8 59.86 56.8 
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The results of the AlexNet testing from 
the five iterations that have been performed, 
the average results, are shown in Table 7. The 
average value of accuracy, precision, and 
recall of the five iterations performed is 
27.4%, 41.6%, and 27.4%. The results of the 
VGG16 testing from the five iterations that 
have been performed, the average results, are 
shown in Table 8. The average value of 
accuracy, precision, and recall of the five 
iterations performed is 84%, 87.12%, and 
84%. 
 
Table 7. Architecture AlexNet Testing result 

Iteration Accuracy 
(%) 

Precision 
(%) 

Recall (%) 

1 22 10.8 22 

2 17 5 17 

3 28 38.2 28 

4 33 34.2 33 

5 37 56.9 37 

Average 27.4 41.6 27.4 

 
Table 8. Architecture VGG16 Testing Result 

Iteration Accuracy 
(%) 

Precision 
(%) 

Recall (%) 

1 76 83.2 76 

2 82 87.4 82 

3 95 95.6 95 

4 81 83.2 81 

5 86 86.2 86 

Average 84 87.12 84 

 
The results of the Inception V3 testing 

from the 5 iterations that have been 
performed, the average results are shown in 

Table 9. The average value of accuracy, 
precision, and recall of the 5 iterations 
performed is 92.8%, 93%, and 92.8%. 
 
Table 9. Architecture Inception V3 Testing Result 

Iteration Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

1 92 92.2 92 

2 91 91.2 91 

3 96 96 96 

4 91 91 91 

5 94 94.6 94 

Average 92.8 93 92.8 

 
The results of the ResNet50 testing from 

the 5 iterations that have been performed, the 
average results are shown in Table 10. The 
average value of accuracy, precision, and 
recall of the 5 iterations performed is 57.8%, 
68.82%, and 57.8%. 
 
Table 10. The Architecture ResNet50 Testing 

Result 

Iteration Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

1 54 65.6 54 

2 49 69.6 49 

3 66 68 66 

4 60 72.4 60 

5 60 68.5 60 

Average 57.8 68.82 57.8 

 
The comparison of the 5 CNN 

architectures that have been tested is shown 
in table 11. 

 
 

Table 11. The Comparison of CNN Architecture 
 

Architecture 
CNN 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

Time 
(s) 

Classification 
(s)  

Weight 
model 

LeNet 56.8 59.86 56.8 200 0.5 824.94KB 

AlexNet 27.4 25.96 27.4 424 1.06 283.83MB 

VGG16 84 87.12 84 423 1.0575 512.3MB 

InceptionV3 92.8 93 92.8 583 1.4575 342.96MB 

ResNet50 57.8 68.82 57.8 461 1.1525 96.04MB 
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Table 11 depicts the results of calculating 
the performance of 5 CNN architecture 
models for LeNet, AlexNet, VGG16, Inception 
V3, and ResNet50. Architecture models with 
an accuracy value above 70% are Inception V3 
and VGG16. In contrast, architectures with 
accuracy values below 70% are LeNet, 
AlexNet, and ResNet50. The architecture 

model with the fastest training time is LeNet 
for 200 seconds, while the model with the 
longest training time is Inception V3 for 583 
seconds. The architecture model with the 
lowest model weight is LeNet of 824,94kB, 
and the architecture model with the most 
significant weight is VGG16 which is 512,3.

CONCLUSION 
Based on the results of calculations using 

the fusion matrix of the five tested 
Convolutional Neural Network (CNN) 
architectures, the CNN architectures that have 
succeeded in carrying out the Aglaonema 
classification process are Inception V3 and 
VGG16 with accuracy values above 70%. To 
make an aglaonema classification application, 
the CNN architectural model that can be used is 
Inception V3, with an accuracy of 92.8% with a 
classification time needed under 2 seconds and 
a model weight of only 342.96MB. The CNN 
architecture has the highest level of accuracy in 
classifying aglaonema plant types based on 
images. This study seeks to close research gaps, 
contribute to the field of research, and serve as 
a platform for primary prevention research. 
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