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The many tourist attractions and their various types certainly benefit tourists. 
Bandung is a famous tourist center and is visited by many domestic and foreign 
tourists. However, the large number of tourist attractions in Bandung often makes 
it difficult for tourists to determine their destination, especially if they only have 
limited time. This research aims to design a tourist attraction recommendation 
system based on collaborative filtering and K-Nearest Neighbors which can help 
users by providing recommendations for suitable tourist attractions by displaying 
seven tourist attraction recommendations. By using collaborative filtering, the 
system will recommend the best tourist attractions based on ratings and reviews 
given by users on the internet. Based on the RMSE test results, the train and test 
data values are in the range of 0.2 - 0.5, which shows that the accuracy of the model 
is good. 
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INTRODUCTION 
We have encountered many 

recommendation systems in everyday life. 
Applications that provide a recommendation 
system usually provide a list of recommended 
items that the user might like or an estimate of 
how much the user prefers each item. Many 
applications now have recommendation 
systems that show users various collections of 
items, from recommendations for shows, food 
menus, books, and much more[1][2][3].  

The recommendation system can also 
apply to the selection of tourist attractions. The 
Greater Bandung area has various potential 
tourist areas, such as mountains, hot springs, 
and tea garden tourism, including many food 
menu choices that arouse tourists' appetites. 

The large number of tourist destinations 
can make tourists confused about their 
destination[4][5], as happened in research[6]. 
Sehingga dibutuhkan sistem rekomendasi So a 
recommendation system is needed that can 
provide guidance for tourists in choosing 

tourist locations from various collections of 
tourist attractions, especially those in the 
Bandung area. 

The potential of tourism as one of the 
backbones of the economy in Indonesia, of 
course, means that the tourism sector needs to 
be managed and processed well, especially in 
managing digital tourism in the context of the 
digital economy[7][8]. 

Previously, Bandung and the majority of 
tourist areas in Indonesia were in decline due 
to the impact of the Covid-19 pandemic. In the 
two years of the pandemic, the number of 
foreign tourists entering Indonesia has 
decreased drastically. The number continued to 
decline until its peak in April 2020, when only 
158 thousand foreign tourists came to 
Indonesia. Not only foreign tourists, local 
tourist visits also fell by 30%[9]. 

A tourist attraction recommendation 
system can be a solution to spark the 
enthusiasm of tourists to travel by providing 
recommendations for tourist attractions based 
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on the experiences of other tourists who 
provide reviews on the internet. 

The recommendation system works by 
applying the principles of artificial intelligence 
(AI) to provide recommendations to users[10]. 
In general, recommendation systems are 
classified into three categories, namely content-
based filtering (CBF), Collaborative Filtering 
Systems (CFS), and Hybrid recommendation 
Systems (HRS)[11][12]. 

Collaborative filtering is a collaborative 
filtering technique that utilizes various kinds of 
information about user behavior, routines, or 
even choices which will later be accumulated, 
studied, and made into appropriate 
recommendations for customers in need based 
on their similarities with other customers[13]. 
In this way, the system created can provide 
recommendations to customers who will 
choose based on the ratings given by other 
customers, assuming if someone likes option 1 
then he will also like option 2[14]. 

In classifying tourist objects using the K-
Nearest Neighbors (K-NN) concept. K-NN is a 
method that classifies objects based on the 
learning data closest to the object. The K-NN 
algorithm is a classification method for a set of 
data based on learning from previously 
classified data. KNN methods and algorithms 
are included in supervised learning, where the 
results of new query instances are classified 
based on the majority of the category closeness 
distances in K-NN[15][16]. 

This article discusses recommendations 
for selecting tourist objects by the system. This 
selection is not only to find the name of the 
place and the type of tour but also to consider 
the ratings and ratings of other visitors who 
have visited the place. The data source was 
obtained from open data available on the 
Kaggle site[17] and this research is a 
development of research[18]. 

The system developed helps users who 
encounter difficulties when checking one the 
places they want to visit. A recommendation 
system built based on collaborative filtering 
and K-Nearest Neighbors with output will 
display the top seven recommended tourist 
destinations based on user, rating, and place. 
We hope that the results of this research can 
increase the enthusiasm of tourists to travel to 
various regions in Indonesia, especially in 
Bandung. 

  

METHOD 
The stages carried out are planned 

activities carried out systematically to achieve 
the goal. The stages used in this study are 
shown in Figure 1. The first stage of this 
research was a literature study to identify 
problems obtained from journals, scientific 
articles, and news related to the topic. At this 
stage, the dataset used in the research is 
obtained based on data related to the research. 

The second stage is data analysis where 
data preprocessing is carried out, namely 
removing columns and data that are not used. 
At this stage, the data is also explored to see the 
shape and distribution of the data. The third 
stage is building a recommendation system. At 
this stage, modeling, training data, and RSME 
evaluation checks are carried out. The final 
stage is a recommendation system that has 
been completed and can display the top seven 
recommended tourist attractions. 

 

 
Figure 1. Design System 

  
 

RESULTS AND DISCUSSION 
The set of data structures owned by the 

tourism destination dataset in Indonesia is 
divided into three separate datasets, including 
user data, tourist destination data, and ranking 
data. Detailed information and structure of 
each dataset are as follows. 
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Figure 2. Tourist Attractions Data Structure 

 

In Figure 2, the dataset for tourist 
attractions consists of data, such as place name, 
category, city, price, rating, and coordinates. 
Furthermore, the ranking data structure or 
rating of tourist attractions. 

 

 
Figure 3. Rating Data Structure 

 
From Figure 3, it is explained that the 

rating data structure contains: user ID, place ID, 
and place rating. Next, the user data structure is 
explained.  

 

 
Figure 4. Users Data Structure 

 

Based on the results of further analysis, it 
was found that these three data were used as a 
basis for the proximity of data in the 
recommendation system modeling process. 
Below is some information based on the 
visualization results of each dataset in the data 
set. 
 
Modeling 

Next, system modeling is carried out. The 
modeling used for the recommendation system 
in this research uses a deep learning API 
written in the Python programming language 
and runs on the Tensorflow machine learning 
platform. 

Some of the steps in the model are as 
follows: 

a. Map user ID to “user vector” via matrix 

embedding 

b. Map place_id to “place vector” via 

matrix embedding 

c. Calculate the dot product between the 

user vector and the place vector, to get 

a match score between the user and the 

place (predicted rating) 

d. Train to embed through gradient 

descent using all existing user-place 

pairs. 
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Figure 5. Prepare data training and validation 

 
To prepare training and validation data, 

divide train data and test data. Data is 
separated into the form of x and y variables, the 
x variable is used to match the user and place 
data into one value, while the y variable is used 
to make a rating of the results. Both data are 
divided into 80% train data and 20% validation 
data. 
 

 
Figure 6. Create a model using recommendernet 

 
After preparing the data, the next step is to 

create a model using recommendernet. This 
model calculates the match between the user 
and the embedding place through the dot 
product and adds a per-user and per-movie 
bias. match scores are scaled to [1 : 0] intervals 
through the sigmoid. At the stage of the training 
process, model training is carried out based on 
separated data as shown in Figure 7. 

 

 
Figure 7. Training Process 

 
RMSE Testing 

Root Mean Square Error or RMSE is a 
standard way to measure the error of a model 
in predicting quantitative data. The use of 
RMSE will show how far the predictions fall 
from the actual values measured using the 
Euclidean distance. In this research, RMSE 
calculations still use the tensorflow library 
which will be visualized with matplotlib.pyplot. 

RMSE is used to determine the magnitude 
of the deviation formulated in the formula[19]. 

 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑅𝐸𝑖 − 𝑅𝑂𝐼

̅̅ ̅̅ ̅)2𝑛
𝑖=1

𝑛
 

 
After that, the data was tested using 2 

comparisons, namely train data and test data, 
resulting in results as shown in Figure 8.  

 

 
Figure 8. RMSE Testing 

 
Based on the rule of thumb from previous 

research, a good RMSE value is between 0.2 to 
0.5. Therefore, this research model can be said 
to be good because it is among them. 
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Furthermore, from the test results, the 
recommendation system compiles a list of 
recommendations in Bandung based on user 
ratings according to the dataset. 

 

 
Figure 9. Result of Reccomender System 

 
Based on the output of the 

recommendation system, the results obtained 
for the top seven tourist attractions in Greater 
Bandung are based on user assessments 
collected from various data on the internet, 
recommendations for these places can be used 
as a reference for tourists visiting Bandung. 
However, please note that the results of this 
recommendation do not show a comparison of 
quality between tourist attractions. 

This data shows locations that get positive 
reviews from tourists who have visited the 
place. The results of this recommendation also 
do not justify the fact that other tourist 
attractions that are not included in the 
recommendation list are bad tourist 
attractions. 

 
 
 

Table 1. Top 7 Places Recommendation 

No Tourist Attraction Description 
1 Selasar Sunaryo Art 

Space 
Park, rating: 
4.6 

2 Museum Pos Indonesia Culture, rating: 
4.5 

3 Gua Belanda Nature 
preserve, 
rating: 4.4 

4 Taman Lansia Park, rating: 
4.4  

5 Sanghyang Heuleut Nature 
preserve, 
rating: 4.4 

6 Teras Cikapundung Park, rating: 
4.3 

7 Bukit Jamur Nature 
preserve, 
rating 4.2 

 
Based on the outcome of the 

recommendation system, the top seven tourist 
attractions in Greater Bandung were obtained, 
with a list of Selasar Sunaryo Art Space, 
Indonesian Postal Museum, Dutch Cave, Elderly 
Park, Sanghyang Heuleut, Cikapundung 
Terrace, Mushroom Hill. 

The use of a recommendation system 
provides guidance to users to choose and make 
decisions based on several tourist options. 
Recommendation systems imply the benefits 
that users will obtain according to 
research[20]. The benefit that users will get by 
looking at these recommendations is the ease of 
deciding which tourist attraction to choose 
without needing to look at reviews and ratings 
one by one based on the experiences of other 
users of each tourist attraction, so it is hoped 
that it can increase the desire to travel, 
especially in the Greater Bandung area. 

The development of tourist attractions 
recommended by the system has the potential 
to change along with changes in ratings and 
reviews of a tourist attraction given by users in 
the future. 

 
CONCLUSION 

Based on the research results, a tourist 
object recommendation system has been built 
in the Greater Bandung area which was built by 
applying AI principles, based on collaborative 
filtering and K-Nearest Neighbors. 
Recommendations for tourist attractions are 
classified based on datasets of tourism 
destinations in Indonesia which are divided 
into three datasets, namely: user data, tourist 



Asia Information System Journal, 2 (2) (2023) 46-52  51 

 

destination data, and rating data. The model in 
the recommendation system is measured by 
user, rating, and place. 

Based on the results of the RMSE test, the 
values for the train and test data are in the 
range of 0.2 - 0.5 to show that the accuracy of 
the model is good. Furthermore, the system 
succeeded in providing recommendations for 
the top seven tourist attractions in the Greater 
Bandung area. 
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